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The (Strong) Law of Large Numbers

Theorem

If Xi;,i=1,... is a sequence of independent, identically distributed
random variables with E[|Xj|] < oo and E[X]] = p, then there is a
set A with P(A) = 1 such that for all w € A

i X1(w) + -+ + Xp(w)

n—o00 n

= p

Infinite coin tosses
Take

Xi{w) = {1 If the i~th toss in w is heads

0 If the i-th toss in w is tails



So what?

» Good: The limit is simple.
» Good: The limit is universal.

» Bad: In the long run we are all dead.



The “good” set

The subset
for every integer k > 0 there exists a N such that for all n > N we
have

an(i) = 1/2] < 1/k
» Foralln> N
({w: [an(w) — 1/2] < 1/k}
n=N
» There exists some N, such that for all n > N
U N {w: lan(w) — 1/2] < 1/k}
N=1n=N

> For every k, there exists some N, such that for all n > N

[c o uNNe Ol o]

N U N {w:lgn(w) - 1/2/ <1/k} =G

k=1 N=1 n=N



Computing probabilities

6= U NH{w: lanlw) - 1/2| < 1/}
k=1 N=1 n=N

oo o0 X0

=N Utw: lanlw) - 1/2] > 1/&}

k=1 N=1 n=N
We will show that
P(G°) = 0.



The plan

Let

and

Then

o0

=N Utw: lan(w) - 1/2| > 1/k}

=1 N=1n=N

=

Ain = {w: |gn(w) — 1/2| = 1/k},

oo
Bin = U Ak,ns
n=N
o0
Ce= ) Biw-
N=1

o
k=1



The plan (contd.)

Ain = {0 lan(w) —1/2 > 1/},

Bikn = U Akn
n=N
Cx = ﬂ B
N=1
G = G Cy
k=1

» We see that By nt1 C B,

so by using continuity from
above

P(C) = lim P(Bin)-

If we prove that the RHS is
0 we have P(Cx) = 0.

Then P(G°) <> PP(Cx) =0
Since measures are

nonnegative we get
P(G°) = 0.



The plan (contd.)

» We have

P(Bkn) < Z P(Ax n)
n=N

Akn = {w: |gn(w) —1/2| > 1/k}, > Find a sequence a, such that
0 ]P)(Ak,n) <a,
Bikn = U Akn
n=N and 77, ap < 00.

» Then we can make use of



Auxilliary functions

Ri(w) +1 ith toss is heads in w
\w) =
—1 i-th toss is tails in w

Sp(w) = Z Ri(w)

S, = No. of heads — No of tails
= No. of heads — (n — No of heads)

No. of heads = (S5, + n)/2

gn(w) = (No. of heads)/n=S,/2n+1/2



Rewriting Ax p

Akn ={w: |gn(w) —1/2] > 1/k}
={w: |Sp(w)| > 2n/k}



The Markov inequality

Theorem
If X is a nonnegative random variable then for any A > 0

P(X>\) <E[X]/A

Proof.
Let A be the event X > ).

X=X-(1a+1a)
E[X] = E[X- 1a] + E[X- 1a]
> E[X-14]
> E[A - 1a] = AE[14]
— \P(A)

Hence

P(A) < E[X]/A.



Applying Markov inequality to S?

Sh=(Ri+  +R)' =R+ +R}
+RERS + ...
+RIRS+...
+ RIRRZ + ...
+ RiRR3Ry



Expectations of powers of R;

Ri(w) +1 i-th choice is heads in w
(W) =
’ —1 i-th choice is tails in w

E[R] = 0,E[R?] = 1.E[R?] = 0,E[R}] = 1



Applying Markov inequality to St (contd.)

E[S] = E[R{] + - + E[R;]
+E[RR] + ...
+E[RIR] + ...
+E[RIRR] + ...

+ E[R1R2R3R4]



Applying Markov inequality to St (contd.)

Using independence,

E[S;] = E[R{] + - + E[R]
+ E[R} E[RS] + ...
+E[RE[R] + ...
+ E[R1] E[R:] E[R?] + ...
+ E[R1] E[Ro] E[R3] E[R4]

using the previous results

=E[R]] +--- + E[R}]
—|—E[R2]E[R2] +...3n(n-1) terms
= n+3n(n—1) =3n* —2n < 3n?



Counting the terms

v

We are looking at ways of forming terms of type R;R;R«R)
with two indices repeated twice each.

The index for the first position can be chosen in n ways.
It can be repeated in one of the remaining 3 places.

The remaining two places have to be filled by a common index
different from the first one. This can be chosen in n — 1 ways.



Applying Markov inequality to St (contd.)

P(|Sa| = 2n/k) = P(|Ss|* > (2n/k)*)
E[S;]
= (2n/ky?
3n?
= 2n/h
3k*
T

So if we take a, = 136—’:142 then P(Ax,) < ap and Y 2o a, < oo.
We are done.



1/n? converges

1 1 1 1 1 1 1 1
It tptatotagtatgtagt -

1 1 1 1 1 1 1 1
§1+?+?+E+47+47+47+§+87+...
2 4
2Tz
—1+1+1+
= >tz

=1+ + ...

=2



Weak law of large numbers

Definition (Convergence in probability)

A sequence of random variables X, converges in probability to a
random variable Y'if for any ¢ > 0 it is the case that

nIer;oPﬂX,,— Y| >€)=0

Theorem
If Xi,i=1,... is a sequence of independent, identically distributed
random variables with E[|Xi|]] < co and E[Xj] = p, then

Xi(w) + -+ 4 Xo(w)

converges in probability to .



From Strong to Weak

Define
An={|Sn/n| > €}

We have from the strong law

Use continuity from above.



